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SUMMARY

Thig final technical report deals with the applica-
tion of delta-modulation digitization techniques to the
efficient transmission of image data. The report reviews
the different forms of delta-modulators and compares
them on the basis of performance and complexity. On the
basis of these comparisons several types are recommended
for experimental, high data rate, laboratory use. The
report also includes an extensive bibliography on delta-
modulation which includes the most recent studies of
bbth United States and foreign origin.
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I. INTRODUCTION

1.1 Purpose of Study

It is common practice today to transmit television pictures
by analog means, This is so for both commercial application and
for certain government use, such as the transmission of cloud
data from weather satellites, However, as technology advances
and digital communications techniques become more accepted, tele-
vision will inevitably be transmitted by digital methods. This
report is a study of means of digitizing the analog video signal
thr ough the use of the class of systems known as feedback
quantizers, In feedback quantizers, the quantizer output is,
in some manner, fed back to and compared with the input signal,
An error signal is developed which is a function of the error
between the (continuous) input signal and the (discrete) quan-
tizer output. The actual gquantizer output is some function of
this error signal, One of the earliest forms of feedback guan-
tizer is the 1-bit delta modulator, developed in the late 1940's,
Since then, many other feedback quantizers, both 1-bit and N-bit,
have been developed, While much of the research on these
devices has been concerned with speech applications, we will

consider them from the point of view of video processors,

The television processing chain is shown in Fig, 1.1. The
chain starts with an optical signal Which is generated by a pic-
ture source, and ends with an optical signal which is generated
by a picture display. In order to transmit the optical source
signal, it must first be converted into an electrical signal by
a video sensor such as a vidicon., The signal is, at this point,
analog, It is next encoded into a suitable digital signal,
typically a binary data stream, by a digital modulator, and trans-
mitted to the receiver by a RF Encoder-Channel-RF Decoder chain,
the RF Decoder output is again a digital (binary) data stream,
which is converted back to an analog signal by a digital demodu-
lator, This analog signal, which is hopefully a close replica
of the original analog signal from the video sensor, drives the

picture dispilay. .
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The process of digital modulation and demodulation can be
performed in many different ways. The most straightforward of
these is pulse code modulation, or PCM, Unfortunately, PCM,
as will be shown, is quite wasteful of bandwidth, In addition,
its implementation is in general complex, Many different means of
reducing the bandwidth of digital television have been performed
in the past, with the results being of mixed quality and value.
Some techniques have been developed which reduce the bandwidth by
factors of five to ten, but their ipplementations are .also
complex and the resulting pictures of uncertain quality, The
purpose of this study is to consider an intermediate class of
digital television systems, having a moderate amount of band-
width compression and still retaining a simple implementation,

In our study we define three such systems, each of varying
complexity. Depending on the particular system, the bandwidth
required ranges from about the same for PCM to approximately 40
percent of that required for PCM, that is, up to a 2.5 bandwidth

compression,

1.2 Summary of Results

Chapter II provides an introduction to the digital television
problem, In this chapter we first present the random process
which characterizes the video signal, It is shown that a useful

model is a Gaussian random process with a power spectrum given by:

S(w) =

>
0] w Wy

The picture content and scanning technique determine a and W .
We next introduce the information content of a video picture,

From recent measurements of higher order entropies of a picture,




this is estimated to be in the range of 1 bit per picture element,
Since a band-~limited signal must be sampled at a rate of twice the
bandwidth, a commercial television signal, having 4.5 MHz band-
width would be sampled at a 9 Mbps rate. Therefore the minimum
bit rate for transmission of a commercial television signal would
also be 9 Mbps, As a point of reference, it is shown that the
gquantization introduced by PCM encoding is such that 6 bit PCM

is required for '"good" television reproduction. Good television
is defined as a nominal 28 dB RMS video-to-quantizing noise

power ratio, Thus PCM requires a bit rate which is six times

greater than indicated by information theory.

In Chapter III we define and discuss five types of feedback

quantization systems., They are

- 1-bit Delta Modulation
. N-bit Delta Modulation
. 1-bit Direct Feedback Modulation
. N-bit Direct Feedback Modulation

. N-bit Predictive Quantization

Block diagrams, system operation, and signal-to-noise ratios are
presented for each system, Both companded and non-companded
systems are considered. It is shown that "good" television trans-
mission can be expected at bit rates ranging from factors of

4,5 to 13 times the video bandwidth, In particular, 28 4B RMS
video signal-to-noise ratio is expected at the following bit rates

for commercial television:

1~bit Delta Modulation 56 x 106 bps
N-bit Delta Modulation 36 x 106 bps
1-bit Direct Feedback =-- No companding 36 % 106 bps
1~bit Direct Feedback -- Companding 25 x 106 bps
3-bit Direct Feedback -~- No companding 32 % 106 bps
3-bit Direct Feedback —-- Companding 21 x 106 bps
N-bit Predictive Quantization: element 24 x 106 bps

feedback
4




Thus the 3-bit direct feedback system with companding has about a
factor of two higher bit rate than the theoretical minimum, while
1-bit delta modulation requires about the same bit rate as does
PCM, While the bit rates listed above indicate that N-bit sys-
tems can be expected to outperform 1-bit systems, the implementa-
tion of an N-bit guantizer and the requirement for word-sync
indicate that the companded 1-bit direct feedback system would

make a useful, low-bit rate television transmission system,

In Chapter IV we summarize the performance of the 1-bit and
N-bit systems, rank them in subjective order, and consider the
problems involved in multiplexing the various systems, Block
diagrams of 1-bit delta and direct feedback modulators and de-
modulators are given, as is a block diagram of a proposed digital
compander, It is estimated that the 1 bit systems can be
operated at bit rates as high as 100 Mbps. The problems involved
in multiplexing the modulators are discussed, and it is shown
that time or fregquency multiplexing of the digital outputs of
independent digital modulators is the most reasonable way to
multiplex different television sources, Consideration is also
given to the multiplexing of color television; three ways of

transmitting color signals are presented,

The report ends with a bibliography of papers dealing with
television bandwidth compression and feedback gquantization sys-
tems. The time period covered by this bibliography is 1951 to
1969, All reports listed can be found in the open literature,
and represent literature from foreign as well as United States

research,




IT. REQUIREMENTS FOR AN EXPERIMENTAL SYSTEM

In this chapter we will outline the requirements for a
delta modulation system to be used for television experiments,

The chapter is divided into three parts, They are:

2.1 The Video Process
2.2 Picture Entropy and Bandwidth Requirements
2.3 Signal-to-Noise and Quantization

In 2.1 we introduce the video process and describe
its characteristics in the time and frequency domains, This
is necessary for an understanding of the modulation and multi-

plex techniques to be discussed later in the report,

In 2.2 the entropy of the video picture is introduced, and

current bandwidth reducing digital techniques described.

In 2.3 we introduce the various signal-to-noise criteria
which are used with the video signals, and summarize the sub-
jective effects which quantizers produce on the reproduced
signal,

2.1 The Television Signal

The television signal is the sum of two signals -- the
video and the synchronization signal. The synchronization
signal is deterministic and periodic, and has a line spectrum
in the frequency domain, The video signal, on the other hand,
is random and can only be described by statistical terms.

Thus, when describing the video signal, we talk of its auto-
correlation function and its power spectrum, When it is neces-

sary to discuss the complete television signal, that is the




combined video and the sync signals, they are denoted as the

composite signal.

The video signal is made up of three basic scans,
They are

a) an element scan, i.e,, a scan from element to
element along a line

b) a line scan

c) a frame scan,
There are correlations in all three scanning directions: any
picture element hasat least one neighbor in the horizontal and
vertical directions, as well as in time, Experimental data
[Franks, 1966; Kretzmer, 1952; Deriugin, 1957] indicate that,
to a first approximation, these correlations can be taken as
exponential, and that they can also be considered to be iso-
tropic. The overall correlation function of the video signal
is the convolution of the correlation function of the element,
line, and frame scans, and the power spectrum of the video
signal is the product of their spectra. The "“typical" auto-
correlation function and power spectrum of the video process
are shown in Fig. 2.1. The three structural components of the
power spectrum should be noted, The fine structure of the
spectrum comes from the frame scan, the intermediate structure
comes from the line-scan, and the envelope structure comes

from the element-element scan,

As was pointed out above, the correlation functions can,
to a first approximation, be taken as exponential., Therefore

the envelope of the power spectrum has the form:

1
(2ﬁf)2 + o

3(f) = >
This envelope has, however, an infinite bandwidth, while video
signals are conventionally truncated at some maximum frequency

fo, Therefore a useful approximation to the video spectrum is:
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1 0<f<ft
o

(2mE) 2 + o2
3, (£) =
0 £ 2> £
For commercial monochrome TV in the United States, f_ = 4,5 MHz,

o
The composite television spectrum has a corner at: [O'Neal, 1966

1

o 0,068 fo

|

306 x 103 radians/sec
This is a nominal value for o, the value of which will, in general,

vary with picture content.

2.2 Picture Entropy and Bandwidth Requirements*

A measure of the information content, and therefore the
required channel capacity, of a television picture is given by
its conditional entropy. If the video signal were a Gaussian
random process with an exponential correlation function, then
it would be a first-order Markov process, and an optimum pre-
dictor would be built based on the last sample value. A mea-
sure of how closely this is so is given by the higher-order
conditional entropies, If all higher-order conditional entropies
are equal, then the process is first-order Markov; if the second
and higher order conditional entropies are equal, then the
process is second-order Markov, etc, Measurements of the
conditional entropies of video signals have been made by Schreiber
[Schreiber, 19567, and Limb, [Limb, 1968], among others,
Schreiber measured the first and second order entropies of
"our least complicated picture,” using a linear scan and found

the following entropies:

L3

It should be noted that all entropy calculations which have’
thus far appeared in the literature have used only single-frame
pictures.




H(x) H(y/x) H(z/x,y)
4,39 1.91 1.49

Measured Picture Entropies: Bits/element
(from Schreiber)

Limb measured first, second and third order entropies of
pictures of varying complexity using both a linear and a

rectangular scan, He found the following entropies:

H(w) H(x/w) H(y/w,x) H(z/w,x,y)
Av, Detail 2,87 2.24 1.82 1.46
Av, Detail 2,54 1.99 1.66 1.15
Low Detail 1.33 1.04 0,94 0.90
High Detail 3.77 2,70 2,01 0.87

Measured Picture Entropies: Bits/element
Rectangular Sampling

(from Limb)

H(w) H(x/w) H(y/w,x) H(z/w,x,y)
Av, Detail 2,84 2,38 2.10 1.47
Av, Detail 2,49 1.96 1.66 1.28
Low Detail 1.31 0,99 0.97 0.92
High Detail 3,68 3.10 : 2.23 0.86
Measured Picture Entropies: Bits/element

Linear Sampling
(from Limb)

Both Limb's and Schreiber's data indicate that the video process
is not a simple first-order Markov process, In addition, Limb's
data indicates that if coding using past samples is to be used,
the previous element and line prediction is marginally superior
to previous element prediction., Limb's data indicates that a
reasonable value of conditional picture entropy may be in the
order of 1 bit/element; this is in agreement with current con-
jectures of Schreiber [Schreiber, 1967]., PCM television requires

10




six to eight bits per element in order to reduce contouring

to an acceptable minimum [Roberts, 19627, Thus, perfect statisti-
cal source coding might provide a maximum bandwidth reduction of the
order of 6:1 relative to PCM, The more advanced delta modula=-~
tion technigques which we will discuss in this report provide
approximately a 2;1 or 3:1 reduction, Redundancy reduction techniques
a general description of which is given by Ehrman, [Ehrman,
1967], have been applied to television signals [Drapkin, 1966;
Hochman, et, al., 1967]. The reported results for these
algorithmic approaches yield compression ratios in the order

of 5:1, although it should be pointed out that these techniques
have not been proven on commercial types of television pictures,
Roberts [Roberts, 19627 has shown that the addition of pseudo-
random noise to a digitized picture before quantization, and
removal of the same noise from the picture after reconstruc-
tion of the picture breaks up the quantizing noise and produces
subjectively acceptable pictures with 3 bit PCM, Thus the

noise addition technique results in a 2:1 compression ratio,
Bisignani and his associates [Bisignani, et. al., 1966] have
developed two coding techniques, the improved gray scale and
coarse-fine PCM, both of which result in good pictures with 3
bit PCM, By applying redundancy removal techniques to the
coarse-fine PCM, they have achieved good pictures with a

typical 5:1 bandwidth reduction [Bisignani, et,., al., 1967].
Savings can be achieved by utilizing frame-to-frame redundancies,
Manasse, in a technique called directional correlation,

[Manasse, 19677, uses 3,77 bits/element to transmit an equiv-
alent 8 bit PCM picture, thus resulting in a 2:1 reduction,
Mounts [Mounts, 1969], has shown excellent motion pictures

with a 1 bit/element rate in a system which uses frame-to-frame

redundancy removal techniques,

11




To summarize all of the techniques, the current state of
delta modulation is that it provides a 2:1 to 3:1 bandwidth
reduction relative to PCM with simple implementation. Other
techniques, while providing larger compressions, require signif-

icantly more sophisticated implementation.

2.3 Signal-to-Noise Ratios and Quantization

In speaking of signal-to-noise ratio in regard to tele-
vision, one must be careful to define the signal under discussion

[0'Neal, 19667]. Three signals are used in practice. These are

. peak-to-peak composite signal
. RMS composite signal

. RMS video signal.

The conversions between these are shown below:

Signal Tvpe Relative Level
peak-to-peak composite signal +11,6 dB
RMS composite signal 0 dB
peak-to-peak video signal +2.,8 4B
RMS video signal -5.8 dB

As long as the signal-to-noise ratio of the sync signal is
sufficiently high to maintain synchronization, it is meaningful

to consider only the RMS video signal-to-noise ratio. Typically
"good" pictures require a 35 dB peak-to-peak video signal-to-
noise ratios [Schreiber, 1967]. For 6 bit PCM, using the assumption
of 4-sigma loading, the RMS video signal-to-quantization noise ratio
is approximately 29 dB., The above table shows that this corres-
ponds to approximately a 38 dB peak-to-peak video signal-to-noise
ratio* which can be considered to be a '"good" quality picture.
Discussions of subjective effects of video noise can be found in
Huang, et.al.,[Huang,1967]; Brown[Brown,1967]; and Brainard

[Brainard, 1967], among others.

It is necessary to realize that the eye reacts differently
to different types of noise. O'Neal [O'Neal,1966], points out

that in delta modulation quantizing noise subjectively appears

*
(peak-to-peak video SNR) - (RMS video SNR) = 2.8 dB - (-5.8 dB)
12




as grainy noise, slope overload, contouring, and edge busyness,
Each appears different to the eye, and by proper design of the
delta modulator filters, the subjective effects can be optimized,
This is the reason that Roberts is able to utilize 3-bit PCM and

s5till retain good picture quality,

13




II1. CLASSIFICATION COF DELTA MODULATION SYSTEMS

3.1 Introduction

Delta modulation, as originally developed, was a method of
transmitting analog data by means of a one-bit code, It first
appears in the Western literature in a 1946 French patent of
Deloraine et, al., [Deloraine, 19467, The first occurrence of
the technique in the English language literature, as far as the
authors of this report can ascertain, were deJager's 1952
paper in the Phillips Research Report [deJager, 19527 and the
paper by Schouten, deJager, and Greefkes in the same year
fSchouten et, al., 1952], According to Menshikov [Menshikov,
12¢67, in 1948 Korobkov, in the U,S,S,R., independently developed
delta modulation, 1In the intervening years, many forms of delta
modulation have evolved, Among these are:

¢« N-bit delta modulation

+ Companded delta modulation

» Direct feedback delta modulation

- Statistical delta meodulation

In this chapter we will first introduce the conventional,
one-bit delta modulator and describe its operating principles and
sources of noise, We will then discuss the systems which have
evclved from it, and describe their operating principles and
sources of error. We end the chapter with a discussion of the
experimental data available in the literature concerning the

operation of these various systems with television input signals,

3,2 Conventional Delta Modulation

3.2.1 Description of Conventional Delta Modulation

The block diagram of a conventional delta modulation system
is shown in Fig. 3,1, It is seen to consist of two parts, the
modulator and the demodulator, The purpose of the modulator is
to transform the analog input signal, x(t), into the synchronous

divital signal fs(tk)}, It does this in the following manner,

14




MODULATOR
Clock

k l

x(t)————*(%) e(t) Sampler >s(t, )
-k
One-bit
y(t) Quantizer
Integrator g
C H A N N E L
DEMODULATOR
5(t,) —| Integrator &(t)

Fig. 3.1 Conventional Delta Modulator
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An analog signal y(t) is developed by integrating the
{s(tk)} bit stream, &An error signal, e(t), is developed by
subtracting y(t) from x(t), This error signal is then used as
the input to a one-bit guantizer, the output of which is +k if
e(t) is greater than zero, and -k if e(t) is less than zero,
The parameter k is denoted as the step size of the delta
modulator, At time intervals T, corresponding to a sampling
frequency fS = 1/7, the quantizer output is sampled; these

samples form the transmitted stream {s(tk)].

If we consider the conventional delta modulator as a
feedback system, it is intuitively obvious that the loop tries
to drive the error signal e(t) to zero, Thus y(t), the inte-

grator output, should be similar to x(t), the input signal,

The modulator output, {s(tk)} is transmitted through a
channel and received as {é(tk)}. Passing the received signal
through an integrator results in the analog signal y(t), which,

in the absence of channel errors, is identical to y(t).

The delta modulator noise is conventionally considered to
be made up of two components, granular noise, Ng, and slope
overload noise, No' Granular noise is due to the fact that
v(t) is constrained to be integral multiples of the step size, k.
In order to decrease the granular noise, k must be decreased,
Slope overload noise, on the other hand, is due to the fact that
if the sampling interval is 7, the maximum slope which the delta
modulator can follow is kT, Thus, if the input signal is a sine
wave of frequency f and amplitude A, slope overload will occur
ifs

kt < 2rfA

If the input is a zero-mean Gaussian random process of power 02
and RMS bandwidth fe’ then the RMS slope of y(t) is 2wofe. If
a condition known as 4 sigma loading is used, i.e., the maximum
slope is taken to be four times the RMS slope, then kTt should
be chosen so that

kT = 8ngf R
e 16




It is evident that, if the sampling rate is held constant,
a too-small value of k will result in an output dominated by
overload noise, while a too-large value of k will result in an
output dominated by granular noise, Thus, faor any given
input signal there is an optimum value of k which will result
in minimum delta modulator noise, In the next section we shall

examine these relationships in detail,

3.2.2 Performance of Conventional Delta Modulator

3,2.2.1 Granular Noise

The early studies of delta modulation quantization noise
considered only sinusoidal input signals, In deJager's original
work [deJager, 19527, it was shown that if the baseband is band
limited to a frequency fo’ and the transmitted signal is a

sinusoidal signal of frequency £, then at slope overload the

signal-to-noise granular noise power in the reconstructed
signal is approximately given by:

£ 3

(), = 0.00 2
g £f £

o]

More exact analysis of the granular noise, based on the
input signal being a zero-mean Gaussian random process, have
been performed by VandeWeg [VandeWeg, 19537 and Goodman [Goodman,
1969], among others, Goodman's results reduce to those of VandeWeg
for R, the delta modulator bandwidth expansion ratio, greater
than 4, R isthe ratio of the sampling rate to the Nyquist rate,
and is given bys

R= f_/(2f )

In terms of R, deJager's signhal-to-quantizing ratio becomes:

5,

It is necessary, in talking about the random process, to define

HH

O,31(fo/f)2R3

the further parameters:
17




S(f) = power spectrum of x(t)

o

g~ = J Sxx(f)df = mean-square power of x(t)

- OO

® 2 2'“'1/2
[ j £%5,,(£)a£/0° | = RMS bandwidth of x(t)

-0

H
I}

B = k/oc = normalized step size

ozp(-) = auto covariance function of x(t),

F = fs/fe = normalized sampling rate
Under the assumption of 40 slope loading, i.e..

k = 8ﬂofe/fs

then the granular noise is equal to: [Goodman, 19697

© sin {(—=
-1 (R)'}
YRl L Tmy o
R
where
64 1 S 1
Q = Te {§+ L5 eXp ‘32 -‘}
F k=1 ™k -
and
0 :12802;o ;gf ,g,} k+m
n 2 - 128
F k=1 m=1
where
m+k
g(m,k,n) = ([ 1+(-1) ;y n even
2 ;3 n odd .,

18




This formulation of granular noise is quite complex, Goodman

has computed N_ for x(t) being white, band-limited, Gaussian

g
noise, and presented the results in graphical form, [Goodman,

19697, From it the following asymptotic signal-to-granular

noise relations can be derived:

9 + 10 1og10 (R/4)4 dB R < 4

g 9 + 10 log,, (R/4)3 dB R > 4

It should be remembered that these results are for 4 sigma loading,

In an independent analysis, Abate [Abate, 1967] has derived

the asymptotic slopes for the granular noise:

2
k
eR S <« 8
Nq = _ 3
o3k
481 Be8 4

where S is a slope loading factor defined by:

kf
S = 3

1 jfm _
ﬂfm . Sxx(w)dw

For a flat, band limited Gaussian process, S is equal to

J3 k R/, Thus the signal-to-granular noise in dB is, for the
flat Gaussian process:

7.8 + 10 log10 R - 20 log10 k dB kR < 14,5

@), -

19.4 - 30 loglok db kR > 14.5

For 4 sigma loading, k is equal to 8ﬂfe/fs, Therefore:

19



_ J3 8f R

S = H 4 sigma loading

f 3
s

But R = fs/(ZfO), and for a flat band-limited process, fe =

fO/J§, Therefore:

_ 8f £
s =,/3—2 — =4 ; 4 sigma loading
J3 £, 2f

Therefore, for a Gaussian process with a flat, band-limited

spectrum, and 4 sigma loading, Abate's result is:

which results in a signal-to-granular noise ratio of:

S -
’<ﬁ>g = -9.7 + 30 log, R dB,

which is essentially the same as Goodman's result for R > 4, It
should be noted that Abate's asymptotes provide a good fit to
experimental data of O'Neal's [O'Neal 19667].

3.2.2.2 Slope Overload Noise

Slope overload noise, as previously noted, occurs from the
inability of the delta modulator to track rapid changes in input
signal amplitude. Zetterberg [Zetterberg, 1955], performed the
first analysis of slope overload noise of a delta modulator with
a random process input signal. An approximate analysis of slope
overload noise, based on a third moment expansion of the random
process, was performed by O'Neal and Rice in 1966. [O'Neal, 1966],
Their results, however, did not agree with overload noise found by
simulation in the limit as the step size became very small.
Protonotarios [Protonotarios, 1967] re-examined Zetterberg's work
and determined a conceptual error in it. Using Zetterberg's

technigue, but with the error corrected, he arrived at a new

20




formulation for slope overload noise which provides an extremely
good fit to the experimental data of O'Neal. His result is

that No’ the slope overload noise, is given by:

b 2 3 1/2 5 b £

e e () () e (- 252) e

where

A 2b2>1/8 kfs

x =5 (5, >
a(x) =1 +‘W}eXP(—X2/2)P(x) + 3(x)Q(x)1/\2m
p(x) = 2(18 %° + 3 %% + x)

a(x) = 2(38 x® + x* 1)

5(x) = Jw /2 4z .

X
b = f (2mE) " S (£) af .

O

This expression is, again, quite complicated, Abate [Abate, 1967]
has arrived at a much simpler expression for the slope overload

noise which again provides a good fit to O'Neal's data., This is:

_ 8 (KkR)2 _-35
Ny = 27 (s.> e " (1 + 38)

For a band-limited white Gaussian process, N  is equal to:

2 3,3
_ 87 - kR 34/3 >
No =~ 81 © i <1 * 17 kR °
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Thus the signal-to-overload noise is, for a flat Gaussian processt
10850 (1 + 2 )
<N>Q = 0.1 + 7.15kR 10log,, (1 + 2 kR

For kR > 1, this is approximately:

s\ . :
<ﬁ>o = 7,15kR - 2.1 - 101log, kR dB,

3,2.2.3 Conventional Delta Modulation Signal-to-Noise Ratio

Figure 3,2 shows the RMS signal-to-noise ratio for a conventional
delta modulation system, using the asymptotic equations of Abate
for a flat, band-limited Gaussian process., For a television video
signal, the same curves apply if 11 4B is added to the signal-to-
noise ratio scale and the abcissa values are multiplied by 7.%
Since "good" television requires about a 28 4B RMS signal-to-
noise ratio, a delta modulator must be run at a minimum of R = 8
for television transmission, The typical delta modulation char-
acteristics are shown as follows, The abcissa is the parameter
kR, while the family of curves are for R equal a constant,

Thus, for a given value of kR, an increase in R requires an
inverse decrease in k., Therefore, as R increases and kR is held
constant, the system will eventually be in the region of slope
overload, The locus of these points is given by the left-hand
curve marked "slope overload region," If the system is operated
to the right of this locus, granular noise becomes the limiting

factor,

From Fig. 3.2 it is seen that one of the principal weak-
nesses of delta modulation is the relatively narrow maxXimum in
the signal-to-noise ratio, 1In order to flatten out the maximum
region, various types of companding have been developed for delta
modulation systems,

We next discuss them,

3.3 Variable Step Delta Modulation

In order to increase the operating range of delta modulators,
companding, in the form of a variation of the basic transmitted
signal, has been tried by many different researchers, Among the

*
See equations in Sections 3.2.2.1 and 3.2.2.2,also Figs. 6 - 11
in [Abate, 1967]. 22
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Fig. 3.2 Delta Modulation RMS Signal-to-Noise Ratio as a Function
of Step Size and Sampling Rate. Uniform, Band-Limited
Gaussian Input Signal. (For television video signal, add
11 4B to ordinate and multiply abcissa by 7.)

[Ref. Abate, 1967].
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techniques which have been tried are varying the step
amplitude continuously, varying the step amplitude discretely,
and varying the duty cycle between 1's and -1's as well as

varying the step size,

In 1963 deJager and Greefkes, [deJager, 1963] demonstrated
a speech system which they called "continuous delta modulation,*
in which a DC bias, derived from the transmitted bit stream,
was used to develop a DC bias which was a function of the input
signal amplitude, This bias was then used to both vary the
amplitude of the step in the feedback loop, and change the ratio
of 1's to -1's in the transmitted signal, Another version of
this system was reported by Greefkes and deJager in 1968
[Greefkes, 19687, in which they claimed that 20 4B variations
in the speech input signal level could easily be tolerated

with their system.

Tomozawa and Kaneko [Tomozawa, 19687, have described a delkta
modulation system, also designed for speech, in which the step
amplitude is continually changed but the 1:-1 ratio is kept
constant at unity., They claim a dynamic range of 45 dB for a
25 dB signal-to-noise ratio, and 35 dB for a 30 4B signal-to-noise
ratio, at 56 KHz sampling rate and a 0.8 KHz tone, Brolin and
Brown [Brolin, 1968], have published results on a speech system
in which an auxiliary bit stream is used to carry the compandinq‘
information; their system, which also has a continuously variable

step size, results in a 26 4B companding range.

Winkler [Winkler, 1963, and Winkler 1965] has developed
a system which he named "high information delta modulation," or
HIDM, in which the step size is changed in a discrete fashion
using an algorithm which is based on the transmitted bit stream,
In HIDM, the basic pulse amplitude is taken as 1., If two sequential
pulses of the same polarity are transmitted the next feedback
pulse amplitude is 2, If three pulses of the same polarity are

2
transmitted, the next feedback pulse amplitude is 2%, 1In general,
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if N pulses of the same polarity are tra smitted, the next
feedback pulse amplitude is ZN—l. Finally, when the trans-
mitted pulse reverses polarity, the next feedback pulse is
reduced in magnitude by a factor of 2, Thus, in principle,
HIDM has a small step size to reduce granular noise, but can
still realize a low slope overload noise by means of the
variable step size, Abate [Abate, 1967] has investigated delta
modulation systems in which the step sizes change both linearly
and exponentially [the exponential being similar to HIDM],

and shown that good performance results when there are four
possible step sizes, with linear increments outperforming
exponential increments, As expected, if Kn is the ratio of

the maximum to the minimum step size, the signal range is in-

creased by 20 log10 Kn; this factor is termed the companding

range. Abate also shows that if the minimum signal power is S

and the maximum signal power is 82, then

and the minimum step size, k, should be chosen as:

2nt

k = Jsl z € 1n 2R s
s

where, as before, £ is the RMS signal bandwidth,

Figure 3,3 shows the RMS signal~to-noise ratio bounds of a
delta modulator for various values of Kh' The input signal is,
as in Fig, 3.2, a band-limited white Gaussian process, The
figure is for four values of companding, i.e., Kn =1,2,4, and 8,
and two sampling rates, i.e., R = 8 and 64. The value K, =1
corresponds to conventional delta modulation, The action of the
companding is seen to increase the signal range over which the
signal-to-noise ratio is a maximum; it does not, however, increase
the maximum value over that of a conventional delta modulator
with step size k. Again, for a television video signal, add 11 4B
to the RMS SNR scale and multiply the abcissa by 7. (See footnote
on page 22.)
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One of the most fundamental, and general techniques for
varying step size, which includes the previously described systems
as special cases, is in the statistical delta modulation (spM)
system developed by Fine [Fine, 1964, Fine 1968, U.S. Patent No.
3,393,364]. 1In this approach the output of the delta modulator
feedback which is sent to comparator is determined by the pattern
of digital data which has previously been transmitted. The feed-
back levels associated with particular patterns are determined by
the statistics of the data being processed. At present, this sys-
tem has not been built, however a simulation study has been per-
formed [Bello, Lincoln, Gish, 1967] which indicates the possibility

of a substantial improvement in performance over conventional delta
modulation.

It is possible to make further improvements in the performance
of delta modulation systems by changing the feedback network and
int roducing pre-emphasis, Techniques such as these will be dis-

cussed next,

3.4 Direct Feedback Delta Modulation

The delta modulators discussed up to this point all have a
filter network in the feedback loop, It was realized early in
the development of delta modulation that other configurations
might result in improved performance., 1In 1961, Inose, Tagaki
and Murakami, [Inose, 19617 developed what they called delta~sigma
(A-%) modulation, This technique has since been extensively studied
[Inose 1962, Inose 1963, Johnson, 1968]., Inose, working under
the erroneous idea that delta modulation could not be used to
transmit a DC level, decided that the input signal should be
integrated before being applied to the delta modulator, The
resulting modulator is shown in Fig, 3.4a, However, the combina-
tion of the integrator before the modulator, and the integrator
in the feedback loop is equivalent to having only an integrator
in the forward loop before the quantizer., This leads to the
realization of Fig, 3.4b, which is the standard A-Y modulator.
Brainard, in 1967 [Brainard, 1967] suggested a variation of
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Fig, 3.4a, designed for television transmission, in which the
integrators were replaced by two different networks. Further
work on this device was reported in 1966 by Brainard and Candy
FBrainard, 19697]. This system, called a direct feedback
coder, is shown in Fig. 3.5. In Fig. 3.5 the coder may be .

an N bit quantizer; the decoders in the modulator feedback loop
and at the input to the demodulator serve as digital-to-analog
converters., The switches shown in the figure are used to isolate
different portions of the circuit during the transient intervals
when quantization is being performed in the coder, and digital-to-
analog conversion is being performed in the decoder, The block
labeled "accumulating amplifier" is effectively an integration

circuit., The filter H1, is a pre-emphasis network, with transfer

function:

Hl(jw) = (o + jw)h,
where h is an arbitrary gain factor. The recommended value for
o is

a = 3(2nfL) seconds—1 ,

where fL is the line frequency of the television picture. The
receiver filter, H,, is Hil(jw), The step size ofthe coder, Xk,
can be optimized in accordance with the picture content, However,
it has been experimentally determined that if the voltage incre-
ment between the black and white voltage levels is U volts, then
a reasonable choice for the step size kK is:

hUf

o
2

n

k volts .

In video systems, the black-white difference is usually* in the
order of 0,6V [Fink, 1957, p 11-527, Since fo is 4,5 MHz, k
would be approximately 1.35 h x 10 volts, Thus the filter gain
factor, h, will be in the order of 0.75 x 107°

, so that k can be
in the order of one volt, This results in

2 2.25(1 + ju/3 x 10°) .

*National Television Systems Committee Standard.
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The signal-to-granular noise ratio of a direct feedback
coder is given by [Brainard, 1969]

w
j ° \V(w)‘zdm
o

w 2
jo° ¥, () | “du

(S/N)g =

where V(w) is the voltage spectrum of the input signal and No(w)
is the voltage spectrum of the quantization noise., This can

be shown to be approximately equal to:

w
[0 1w 1%a

o
~ 1 (UO —’2 °
/3 3 J V(w)2 sin (w/2f_)dw |
™s Yo 5 =

For a flat signal spectrum:

(S/N)g =

(—1* O<m<u)o
Y5
V(w) =
0 w > wgy
3
and
o4
%) = -2
Vg o T
3ﬂfswo L2fs[pos Ef; _1J.J
- 3ﬂ2 1
64R sin4(w/4R)

Therefore, for R > 1:

(s/N)g = 12/n2R3 .
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£ 0,8 + 30 loglOR
This is approximately 10 dB greater than the signal-to-

granular noise ratio of a conventional delta modulator, corres-

ponding to a factor of 2.2 sampling rate reduction,
Similarly, for the commercial TV spectrum, the composite

spectrum is given by (see discussion in page 7):
o

1 : O<w<uw
e Jw
V(iw) =
0] w > Wo ’
and
w dw *
2 + 2
o ) W
(s/N) = —
g ) -2
’ 4 [ J‘ © sin =& dm‘ :
3nf . 2F wz v g2
. . w [43]
Since sin 58 < 3F
s s
w g dw .
. 2 2
(s/N)_ > o Y TV
3 L I 2 5 G |
3rrfS 0O we + w
-~ 3@0 3
T 2w R °
We
£ 30m, resulting in
(RMS composite signal)

For commercial TV, wo/wc
(S/N)g = 16 + 30 log R dB.
Since the RMS video signal is about 6 dB lower than the RMS

composite signal,
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(S/N)g = 10 + 30 loglOR dB (RMS video signal)

Thus "good" television, i.e. (S/N)g > 27 4B, can be expected

at a rate of about 4,

In Fig. 11 of [Brainard and Candy, 1969], a comparison is
shown between an original picture and two processed versions of
it, one being processed by a direct feedback modulator and the
other by a conventional delta modulator, The rate, R, was 2.5
in both case:t, There was a significant amount of granular noise
in the delta modulator picture, while the direct modulator
picture was significantly better, with the granular noise being

barely perceptible,

A further improvement in the direct feedback coder was
reported by Bosworth and Candy [Bosworth, 19697, who applied a
variable step size technique to a direct feedback coder. 1In
their system, the relative weights were 1,1,2,3,5 ,... 5, that
is, weights were changed only after two successive transmitted
bits of the same polarity. When a string of similar bits ended,
the weight was returned to unity. Subjective measurements on a
television picture at a rate R = 3,15 showed a companding gain
of about 10 4B and a signal-to-noise improvement of 5 dB relative
to a fixed step size system, Since the signal-to-noise ratio
goes as R3, a 5 dB increase in signal-to-noise ratio implies that
the sampling rate can be décreased by a factor of 1.45 for the
same quality picture, The peak signal-to-RMS noise ratio at
R = 3,15 was in the order of 45 to 50 dB; this corresponds to an
RMS signal-to-noise ratio of the order of 34 to 39 4B, Since,
from Fig, 3.2, a conventional delta modulator would have to
operate at a rate of about 16 to provide the same signal-to-
noise ratio, the 1 bit variable step size direct feedback coder
provides about a factor of 4 reduction in bit rate relative to a

1 bit delta modulator for this quality.

In the next section we will discuss the family of N bit

feedback quantizer systems,
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3.5 N-Bit Feedback Quantizer Systems

N-bit feedback quantizer systems can be considered to be
delta modulation systems which utilize N-bit instead of 1 bit
quantizers. As such, the different classes of 1 bit systems
which have been discussed can be fit into equivalent N-bit
systems, The principal advantage of N bit systems over 1 bit
systems is that the quantizer can have, simultaneously, a small
quantization step for maintaining a low granular noise level,
and a large guantization step for maintaining a small slope
overload noise level, Remm [Remm, 1966], for example, inves-
tigated a two-bit system, in which the small step was +4 and
the large step was +15, relative to a 6 pit PCM which has a
+32 range, In order to achieve good performance, a sampling
rate R equal to 2 was experimentally found to be required; as
each sample contains two bits this is a higher bit rate than
is required by the direct feedback systems discussed previously,
although it is superior to 1 bit delta modulation,

The theoretical performance of N-bit feedback quantizer
systems has been studied by O'Neal [0O'Neal, 1966, 1967], and
McDonald [McDonald, 19667], around others, They have called
these systems differential pulse code modulation systems, or
DPCM, and have shown that the signal-to-granular noise ratio

of an N bit system is approximately:
(S/N) £ —4.35 + 6N + 10log, . 02/c. >
g . 10 O¢ >

where:

il

input process power

guantizer input process power,

@]
1}

If an integrator is used as the feedback filter, then

2 _ .2
0 = 20 (1—p1) )
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where Py is the correlation coefficient between successive
samples of the input process, This results in:

(S/N)g £ -7.35 + 6N - 1010910(1—p1) .

Py is typically 0.9 to 0.97. This should be compared with 40
loaded PCM, for which [O'Neal, 1966]:

(S/N)poy = 6N -7.35 aB

Thus the effect of signal correlation is to increase the signal-
to-noise ratio of a DPCM system, or, alternatively, to allow a

lower sampling rate for the same signal-to-noise ratio,

The above equations for DPCM performance are approximations
which are good for N > 3, For N equal to 1, DPCM and conventional
delta-modulation are equivalent, For N = 2, experimental results
indicate that DPCM provides superior television pictures than

does fixed step-size delta modulation,

Brown [Brown, 19697 has built a 3 bit direct-feedback coder
which has effectively 7 bit resolution through combining a
coarse-fine technique reminiscent of the work of Bisignani
[Bisignani, 1966] with a direct feedback coder, This is, in
effect, a companded 3 bit system, At a rate of 1, i.e., 3 bits
per Nyguist interval pictures with 47 dB to 54 4B peak signal-
to-noise-RMS noise were produced. This is perhaps 5 dB better
than the companded 1 bit direct feedback coder of Bosworth and
Candy, which, ran at the rate of 3,15 bits per Nyguist interval,
The implementation would seem, however, to be more complex,

With this section as background, in the next section we
di scuss linear predictive feedback quantization systems, These
are the most general class of delta modulation systems, and can

be considered to contain all the previous systems as subsets,

3,6 Predictive Feedback Quantization Systems

Predictive feedback quantization systems are perhaps the

most general of all of the delta modulation systems, Fine, in
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1964 [Fine, 1964] [Fine, 1968, U.S. Patent No. 3,393,364) analyzed
the optimum analog-to-digital-to-analog conversion system, and
showed that it could be modeled as a delta modulator with a non-
linear predictor in the feedback loop. His formulation of the
problem allowed for N-bit quantization. A brief description of
this system, often referred to as a statistical delta modulator

is giVen in Section 3.3. Fine's work was carried further by Bello,
et al [Bello, 1967], who examined the problem of generating the
non-linear predictor, and presented the results of system simula-
tion on certain random process. Gish [Gish, 1967], feeling that
the structural problems involved in the general non-linear problem
were sufficiently complex to make a practical realization of the
system unlikely, studied the problem of optimum linear guantized
feedback systems. Further work, especially with regard to
television, has been reported by other researchers, among which

we should point out O'Neal [O'Neal, 19661].

The linear predictive feedback systems are characterized
by their feedback networks, Specifically, if the input signal
sequence {Sn}, then the output of the linear predictive network
is

Y =
n

n™Mx

aksn-k °

k=1

A typical implementation of a predictive guantization modulator
is shown in Fig,., 3.6, [O'Neal, 1966] In this implementation
the quantizer input is the difference between the input signal
sample Sn and the guantized fe?dback estimate, én‘ Therefore
Sn can be estimated by adding Sn to the gquantizer output, as is
shown in the figure, The Di are analog delay lines, one of
which is required for each coefficient in the predictor., It
should be noted that in principal the delays can have any value,
For example, a three-delay system can be postulated, in which

D, corresponds to a delay of one element, D, to a delay of one

1 2
line, and D; to a delay of one frame, It should further be
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noted that if only one delay, corresponding to the previous
element, is used, and if Ay is set equal to unity, then the

system reduces to a delta modulator with an ideal integrator

in the feedback loop, Returning to the general case, the
prediétion is based on the previous K samples, and the predictor
is characterized by the K coefficients {ak}; k=1,2 ... K,

Gish [Gish, 1967] has shown how to derive the optimum coefficient
values for a minimum mean-sguare error system taking into account
the guantizer non-linearity, and has thus the most general results,
O'Neal [0O'Neal, 1966), using a linearized quantizer model, applied
linear prediction theory to show that the approximately optimum
feedback network is given by the solution to the K simultaneous

equations:

R = A R + a,R ees T

oi 1711 2721 k=1, 2 ... K,

ARy
where Ri' is the covariance of the input signal at time interval
(i—j)/fs. The {ak} are then found by solving the set of equations,
For the special case of S(t) being a first-order Markov process,

3 see g < 0. Thus,
for this special case, the optimum linear predictor will simply

the solution will be a, = ROi/ROO =Py, 8, = 3

be based on the last input signal sample:

Yn = pisn—l °

In general, however, the input signal is not first-order Markov,
Limb [Limb, 1966] found by simulation of television systems that
previous-sample predictive systems were improved only about 2 or
3 dB by including a previous line prediction into the feedback
system; based on measurements made by Kretzmen [Kretzmen, 1952]
and Deriugin [Deriugin, 1957], even a smaller improvement may be
achieved by using previous frame feedback, In O'Neal's simula-
tions, it was found that the autocovariance of 1 bit delta modu-
lation quantizing noise required two lags to be essentially un-
correlated; the noise frame higher order quantizers became

uncorrelated after one lag,
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This concludes the presentation of the basic modulation
systems, In the next chapter we present a comparison of their
performance, and consider certain system aspects for 1 and N-

bit modulators,
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IVv. SYSTEM COMPARISONS

In this chapter we compare the various delta modulation
systems of Chapter 3, and show the tradeoffs between them. We
consider the systems in the context of the television process-
ing chain shown in Fig, 1.1, We assume an analog picture
source as an input to an analog video sensor, e,g. a vidicon,
The video output is a composite video signal, i,e., the pic-
ture video plus the synchronization signals, We will consider
video bandwidths of 1 MHz to 20 MHz, The video is inputted
to the digital modulator, the output of which is a binary
data stream, This stream is suitably encoded for RF trans-
mission, sent through the transmission channel, and decoded
at the receiver, The decoded bit stream is inputted to the
digital demodulator, the analog output of which is the composite
video signalj this is displayed on an appropriate video dis-

play device,

In our comparison we will consider the five following

systems:

- 1 Bit Delta Modulation
- 1 Bit Direct Feedback Modulation
- N Bit Delta Modulation
- N Bit Direct Feedback Modulation

e Predictive Quantization
In the system comparisons we will consider:

. Dynamic Range
- Signal-to-Noise Ratio
.« Synchronization
. Companding
. Types of Quantization
- Sampling Rate
» Complexity
. Multiplexing
. Cost
40




We begin by summarizing the operation of the five
systems, This is shown in tabular form in Table 4-1, Taking
all factors into consideration, the recommended system is
a one-bit direct feedback modulator, This is followed by the
three-bit direct feedback and the three-bit delta modulator,
The one-bit delta comes in next-to-last, and the N-bit predic-
tive quantizer is last, The predictive guantizer is so ranked
because the increase in its performance over the three-bit
delta modulator is probably not equal to the increase in its
complexity., The relative rankings of the one-bit delta and
the three-bit direct feedback system could be interchanged if
the user felt that the possible factor-of-two increase in bit

rate was warranted by the simplicity of the system,

In the remainder of this chapter we will show the factors
which led to Table 4-1.

4.1 System Summaries

4.1;1 Modulator Summary

The block diagrams of the five systems have been shown
in detail in Chapter 3, Figure 4,1 summarizes the system
modulators, It is seen that the N-bit and 1-bit modulators

2 given type (i.e., delta and direct-feedback modulators)

hazwve the same block diagrams, In implementation they differ
only by the forward loop quantizer and feedback loop converter
required, For 1 bit systems, the quantizer can be a simple
limiter; for N-bit systems, the guantizer must be a more
complicated N-bit amplitude quantizer and analog-to-digital
converter, The feedback loop for the N-bit systems requires

a digital-to-analog converter, so that the feedback signal can

be subtracted from the input signal, In the 1 bit systems this

canverter can be omitted,

A comparison of Figures 4.1(a) and (c) shows the close
relation between a delta-modulator and a predictive quantizer,

If the circuitry in the dashed box of 4,1(c) is considered as
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a filter network, the two systems are identical, The imple-
mentation of the delta modulator would use an analog filter
while the implementation of a predictive quantizer could also
use an analog predictive filter with its attendant analog
delay lines, an implementation of a predictive quantizer

might employ a digital filter with digital delays. Short
delays, such as required for previous element feedback, could
be implemented with digital delay lines; longer delays, such
as required for previous line and previous frame feedback could
be implemented with ultrasonic digital delay lines, Using
current technology, fused quartz or glass delay lines having
105 bits/cu, in. packing densities can be built at 100 Mb/s
bit rates [Sittig and Smits, 1969 Sittig, 1968], If digital
delays were used, the D/A converter could be placed at the
output of the predictive network, instead of at the input,

In this event, the dynamic range of the converter would have
to be sufficient to handle the full range of the predictor

output instead of simply the full range of the quantizer,

Companding is shown for all systems as a logic device which
operates on the D/A converter and is controlled by the digital

t, This configuration permits the signal to be recovered
he receiver without an auxiliary compander-control bit
ztream being sent, By opefating on the D/A converter, the
compander can change the feedback step size on a sample-by-
sample basis, By being in parallel with the D/A converter,

maximum speed can be achieved,

The block diagrams for 1-bit delta and direct feedback
modulators are shown in Fig, 4.2. In this figure we again
see the close similarity between the two systems as well as

the simplifications introduced by utilizing a 1-bit code,
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The quantizer now reduces to a polarity sensor, e.g. a two-
input voltage comparator, and the transmitted pulse train

can be generated by using the comparator output to set a
bistable circuit at time intervals determined by the clock
rate., In the conventional delta modulator and direct feed-
back modulator, the pulse train is then fed back to the input
differencing circuit-through the feedback network for the
delta modulator, or directly for the direct feedback modu-
lator. In the companded modulators the digital output is fed
back to the compander logic, which generates a step amplitude
and polarity based on the past digital outputs and the polarity
of the current digital output, The logic for performing

this is discussed in Section 4,3, It should be noted that
time delays in performing the logical operations in the
companding network may require the insertion of a switch be-
fore the feedback network of the delta modulator and the feed
forward network of the direct feedback modulator, The pur-
poses of these switches is to isolate the inputs of the net-
works during transient intervals, thus isoclating them from in-
correct feedback information, These switches can be imple-

mented from diode gates and operational amplifiers,

In order for the companded systems to operate properly,
the delay in feeding back a step must be less than one sampling
interval, The maximum sampling rate will therefore be strongly
influenced by the speed of the companding logic, and will be
less than the maximum bit rate of a constant step, non-

companded system,

4.1.2 Demodulator Summary

The block diagram of the demodulator for all of the sys-
tems of Fig, 4.1 is shown in Fig, 4.3. The reconstruction
filter will differ for each of the systems, but the remainder
of the demodulator will be unchanged, In anN-bit system, both bit sync
and word sync must be supplied to the D/A converter, while word sync

must be supplied to the compander logic; word sync is required for the proper
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framing of the digital signal and timing of the compander, while bit
sync is required for synchronous operation of the D/A converter,

In a 1 bit system, word and sync are the same, as all words are

1 bit in length, Synchronization is still required for operation
of the compander logic, While the D/A converter is no longer
required, a bit restorer might be included in order to have well
defined digital pulses, Finally, if the system is a 1 bit system
and companding is not used, no synchronization is required. As we
are assuming the analog signhal to be the composite video signal,
line or frame synchronization is not required for any of the sys-
tems, The reconstruction filter for the delta demodulator is the
same as the feedback filter of the delta medulator, The recon-
struction filter for the direct feedback demodulator can have a
transfer function which is the reciprocal of the pre-emphasis
filter of the direct feedback modulator, The reconstruction filter
for the predictive guantizer demodulator is the same as the network

within the dashed box of Fig, 4.,2(c).

4.2 Signal-to-Noise Ratio and Sampling Rate

The maximum RMS video signal-to-noise ratios for the modu-
lation systems are given below, The signal-to-noise ratios are
based on the transmitted signal being a 4,5 MHz bandwidth composite
video signal for monochrome television., The N-bit delta modulator
performance is taken to be the same as that of a predictive
quantizer when the input is a Markoff process with 0,97 correla-
tion function. The performance of the predictive gquantizer may
be improved by about 2 to 5 dB if previous line and previous frame
prediction is used. The SNR for other signals can be derived by

the formulas of the previous chapter.

48




1 bit Delta Modulation; (with or without companding) [Abate,1967]

S/N = 3 + 30 log, R 4B

1 bit Direct Feedback Modulation [Brainard and Candy, 19697,
[Bosworth and Candy, 1969]

S/N = 10 + 30 lOg1OR dB (without companding)

H

15 + 30 lOglOR dB (with companding)

3 bit Direct Feedback Modulation [Brainard and Candy, 1969]

S/N

12 + 30 loglOR dB (without companding)

1

17 + 30 loglOR dB (with companding)

N bit Delta Modulation and Predictive Quantization [0O'Neal, 1966

S/N = -6,5 + 6N + 10 loglonqi.-pz)

n

5.8 + 6N dBj; sampling at Nyquist
assuming p = 0,97,
N > 3, Markoff Process

N bit PCM [O'Neal, 1966] (Note: for PCM, S/N does not depend on spectrum)
S/N £ -6.5 + 6N

These equations are plotted as a function of rate in Fig. 4.4.
The data of Fig, 4.4 for a 4.5 MHz bandwidth television signal,
are summarized in Table 4-2, which shows the required number of
samples per second as well as the sampling rate, R, required for

a 28 dB signal-to-noise ratio,

The data of Table 4-2 indicate that the direct feedback
systems are significantly superior to all of the other systems
except the N-bit delta. The data also show that the companding
of the direct feedback systems provides a significant performance

improvement, However, the improvement of a 3-bit system over a
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BIT RATES REQUIRED FOR 28 dB RMS VIDEO SNR,
COMMERCIAL MOMNOCHROME TV SIGNAL, 4,5 MHz VIDEC BANDWIDTH

sttem

PCM
1-bit Delta

a

N-bit Delta
nd

Predictive Quantizer

1

bit Direct feedback
without companding
with companding

bit Direct feedback
without companding
with companding

Table 4-2

Bit Rate

R (multiples of
Nyquist rate)

6
6.3
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1 bit system is probably not great enough to justify the use of a
3-bit system, This is especially so when one considers the com-
plexity involved in building a 3 bit quantizer, as well as the
added requirement for word synchronization, Sim larly, the 3 bit
delta may be sufficiently complex vis-a-vis the 1 bit direct feed-

back system as to make its consideration unwarranted,

4,3 Companding

In this section we outline the structure of a compander
which can be used with the various feedback quantization sys-
tems, While the discussion will be oriented towards companding
of one-bit systems, the principles can readily be applied to
N-bit systems, Various companding techniques have been intro-
duced in Chapter 3, Of these, we consider the class of
companders which change the feedback step size in accordance
with the polarity of the received bit stream as the most
promising. One of the advantages of this technigque is that
an auXiliary bit stream is not required to carry the companding
data, A second advantage is that high-speed digital techniques
can be used to form the feedback levels, Our discussion will

therefore be of this class,

Various weighting sequences have been used in the past,
Winkler's HIDM [Winkler, 19637 used an exponential weighting
of 1,1,2,4,8,16, Bosworth and Candy [Bosworth and Candy,
19697, direct feedback coder used 1,1,2,3,5...5. Abate [Abate,
19677 used both linear and exponential series for weights,
These, and others, can be implemented by the technique shown
in Fig, 4.5. This figure shows a mechanization of the com-
pander for the 1,2,2,3,5,..5 weights, The extension of this
to other weights is straightforward. A four stage shift
register isused to store the four most recent digital trans-
missjions, Based on their polarities, two possible feedback
levels are set up. These two levels are chosen from the set

{+5, +3, +2, +1} according to the truth table shown in Fig, 4.5.

) H
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Stage + Feedback - Feedback
1 2 3 4
1 1 1 1 +5 -1
1 1 1 -1 +3 -1
1 1 -1 1 +2 -1
1 1 -1 -1 +2 -1
1 -1 1 1 +1 -1
1 -1 1 -1 +1 -1
1 -1 -1 1 +1 -1
1 -1 -1 -1 +1 -1
-1 1 1 1 +1 -1
-1 1 1 -1 +1 -1
-1 1 -1 1 +1 -1
-1 1 -1 -1 +1 -1
-1 -1 1 1 +1 -2
-1 -1 1 -1 +1 -2
-1 -1 -1 1 +1 -3
-1 -1 -1 -1 +1 -5
Fig. 4.5 Compander Technique and Truth Table
53




The choice between the positive and negative feedback signal

is based on the polarity of the next digital transmission,

It is noteworthy that the entire companding process is a choice
between preset voltage levels, Thus it can be implemented by
high-speed digital switching logic, Furthermore, it can be
implemented in two stages, The first stage, the setting up

of the two feedback levels, can be started as soon as the

new bit transmission occurs, The second stage, the selection
between the two feedback levels, is started as soon as the

polarity of the succeeding transmitted signal is known.

The amount of companding is given by the ratio of the
largest to the smallest step size, 1In this case the ratio is
5
variation expected among the classes of transmitted pictures,

, corresponding to 14 4B of companding, Depending on the
this may or may not be an adequate range, If a wider range
is required, it can be achieved by simply multiplying the
weights by the desired scaling factor,

It should be noted that those level generating systems which have the
structure given in Fig. 4.5 are special cases of the structure con-
sidered by Fine [Fine, 19687,

4,4 Multiplexing

The purpose of multiplexing is to combine several tele-
vision channels or several sequences of digital signaling
elements in such a way that:

(1) the set of sequences is suitable for subsequent

transformation into RF by carrier modulation, and

(2) the set of sequences may be separated (demulti-

plexed) and the receiver without undue crosstalk,
Multiplexing can therefore be applied to either several video
signals going into the modulator, or to the digital outputs of
several different modulators, We will consider both of these

techniques,

4.4.1 Video Multiplexing

The two types of multiplexing which are normally performed
on baseband data are time division multiplexing (TDM) and fre-
quency division multiplexing (FDM), In TDM PCM if M signals,

54




each of bandwidth W Hz, are to be transmitted, they are sampled
sequentially in time at a rate of 2W samples/sec. If each
of the samples is encoded into a N bit digital word, the digital
data rate is 2NMW bits/second. The encoding is conventionally
performed with a zero-memory PCM encoder, This would corres-
pond to the block diagram of Fig, 4,2(a) with the feedback loop
opened., In order to use TDM on the input to any of the feed-
back modulators which we are considering, it would be necessary
to also multiplex the parts of the modulator which have memory,
This would be:

(a) the filter and companding logic of the delta

modulator

(b) the integrator and companding logic of the
direct feedback modulator

(c) the delay portions of the predictor loop
and the companding logic for the predictive
gquantization modulator,
TDM on the input is thus a practical technique at low data
rates, and becomes increasingly more difficult as the data

rate increases.

In FDM the baseband signals are shifted in frequency rela-
tive to each other, so that the M signals occupy a baseband
of MW Hz, 1If this composite signal is to be sent by N-bit
PCM, it is sampled at a 2 MW rate, again resulting in 2NMW
bits/second, With a zero-memory encoder this results in a
signal which can be recovered at the receiver. However the
filter characteristics of the feedback modulators which we
are considering would affect each of the shifted baseband
signals in a different manner if FDM were used to multiplex
the input to a feedback modulator, Due to the non-linear
nature of the modulations, it would be necessary to experi-
mentally determine the quality of the resulting video signals,
It might be expected, however, that the quality of the pic-

tures would be degraded.

55




4.,4.2 Digital Multiplexing

From the discussion of Section 4.,4_.1 one is led to the
conclusion that probably the most practical means of multi-
plexing several feedback modulators is to operate on their
output bit streams, This can be done in several ways. One
method is to time division multiplex their respective bit
streams, The resulting bit rate is M times the bit rate for
each modulator., The multiplexed digital data stream can then
be used to modulate an RF carrier by any of the conventional
means, e.g., frequency or phase modulation., A second possibility
is to is to frequency division multiplex the video signals, and
use the composite data stream to modulate a carrier. If frequency
modulation is used, the result is the familiar FDM/FM, A third
form of multiplexing which can be employed is subcarrier modula-
tion, which is analogous to FDM, In this technique, each of the
dig tal modulator outputs is used to frequency or phase modulate
a subcarrier oscillator. The separate oscillator outputs are then
comb ned and used to modulate an RF carrier, which is the final
transmitted signal. Frequency modulation is commonly used on the

final signal as well, resulting in an FM/FM system.

The digital multiplexing techniques should be capable
of operating at higher rates than the video multiplexing tech-
niques, as there is no requirement of switching energy storing
networks, The TDM technique is simply the problem of generating
a short sampling pulse, while the FDM/FM and FM-FM modulation tech-
nigques pose no difficult hardware problems assuming that modu-

lators with the required bandwidth are required,

4.4.3 Demultiplexing Synchronization

The demultiplexing of the digital data poses no synchroni-
zation problems if FDM or subcarrier multiplexing techniques
are used, This is so because the signals are combined in the
frequency domain, where signal separation can be performed by
frequency translation filtering, and frequency selective de-

modulators, Once the signals are demodulated, however, the
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appropriate bit and word synchronizations must be established
if they are required for proper video demodulator operation,
As we have shown previously, a binary demodulator without
companding requires no synchronization, a binary demodulator
with companding requires bit synchronization, while a M'ary
demodulator with or without companding requires both bit and

word synchronization,

If TDM is utilized, means must be provided for separating
the digital data streams and identifying their respective
analog sources, Assuming that bit synchronization exists,
this can be performed by interleaving a low data rate framing
sequence along with the desired television data, Recognition

of the framing sequence will allow the channels to be separated,

No separate signals are required to provide line and field
synchronization of the television signal, as the input to the
modulator is the composite video signal, which is made up of

the picture video plus the synchronization waveforms,

4,4,4 Coloxr Television Multiplexing

The multiplexing of color pictures presents a separate,
and interesting problem., The picture in color television is
conventionally defined in terms of three primary signals, ER’
EG’ EB’ the red, green and blue primaries, The luminance signal,

E , is derived from these by the transformation:

Ey = 0,30 ER + 0,59 E_, + 0,11 EB

G

The chrominance signals, EI and EQ are defined as:

By

0.74 (ER—Ey) -0,27 (EB—Ey)

Eq

1

0.48 (ER—Ey) +0.41 (EB—EY) .

Thus, given luminance and chrominance, the three primaries can
be uniquely recovered by linear transformations., 1In United
States color television, the luminance has a full 4,5 MHz band-
width, while EI is bandlimited to 1.5 MHz and EQ to 0.5 MH=z,
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In forming the final transmitted signal, Ey, EI and ER
are gamma corrected, the resulting chrominance signals are
used as the in-phase and quadrature modulations for a guad-
rature RM signal, and the resulting signal is interleaved with

the luminance signal to form a low-visibility pattern.

The operations described above are another form of mul-
tiplexing. In transmitting a color television signal via feed-
back quantization, one could consider at least three techniques.
These are:

(a) Transmit the red, blue and green signals, each

over separate channels, and each at full band-

width, Thig would require three times the bit
rate of a single monochrome channel.

(b) Form the band-limited, gamma-corrected in-
phase and guadrature chrominance signals of
bandwidths 0,5 and 1.5 MHz respectively,
Transmit the luminance and the two chrominance
signals ag multiplexed video signals. This
would require 1.45 times the bandwidth of a
simple monochrome channel.,

(c) Form the standardized composite color picture

gignal and transmit it with no modifications.

Method (c¢) should require the lowest bandwidth if no signi-
ficant distortions of the color information are introduced by
the feedback quantization process, If distortions are introduced,
a higher sampling rate than is required for monochrome trans-
mission will be required. In this case, method (b) might prove
to be a competitive technique. Method (a) is in all likelihood
non-competitive, although it potentially provides the highest
color fidelity. To our knowledge, studies of feedback quantizer
modulation of color television has not been reported in the
literature. The field is worthy of study. Obviously, many other
techniques of color coding and color multiplexing can be devised,

Inparticular, recent work by Gronemann [Gronemann, 1969], which
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indicates that the color content of a picture may be less than
1 bit per element, indicates that digital color television
should be achieved with essentially the same bit rate as mono-

chrome television,

4.5 Transmission Rates

In this section we consider the timing necessary for opera-
tion of one-bit delta modulators and direct feedback modulators,
and show the factors which determine the maximum bit rate, For
this discussion we refer to Figs, 4.2 and 4.5, and their related
discussions., The timing cycle of a direct feedback modulator can
be broken down into two distinct time-sequential phases. These

. ares
Phase 1

« Feed forward switch closed

. Integration performed in feed forward network

= Current transmitted signal stored at step-control
logic input ‘

Phase 2

. Feed forward network switch opened
e Companding registers shifted
» New threshold decision made

- Step generator logic sets next feedback step.

Under ideal circumstances, Phase 1 should use the entire
interpulse period, with Phase 2 taking zero time, However, the
shifting in the storage registers, setting of the thresholds and
the threshold decision each take a non-zero amount of time, as do
the opening and closing of the feed forward switch, the switching
between the positive and negative step, and the logical decisions

necessary for the setting up of the two possible step amplitudes,

Using currently available components, it is estimated that a
switch can be built which will change stat in about 2 ns, Opera-

tional amplifiers such as would be used in the input circuit, the
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quantizer, and the feed-forward integrator are now available
with similar delays. Even utilizing high speed logic circuits,
the companding register shifting and associated logical opera-
tions would probably take the order of 10 ns. Thus there are
basic loop propagation times in the order of 15 ns, which indicate
a maximum bit rate of the order of 67 Mbps for a companded sys-
tem, It is likely that other considerations would lower the
maximum’rate, so a more conservative limit would be 50 Mbps,
This is a sufficiently high rate for a 4.5 MHz signal to be
transmitted by delta modulation, or a 9 MHz signal to be trans-~
mitted by a direct feedback modulator., In principle, still
higher bit rates are possible if parallel companding logic is
provided, so that Phase 2 can be performed in parallel with
Phase 2. The limiting case would achieve the same bit rate as

an uncompanded system, which is estimated to be theorder of 100 Mbps,
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Appendix A
NEW TECHNOLOGY

After a diligent review of the work performed under this con-
tract, no new innovation, discovery, improvement or invention was

made.
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Appendix B

EQUIVALENCE OF DIRECT FEEDBACK AND
CONVENTION DELTA-MODULATOR STRUCTURES

The purpose of this Appendix is to show that the Direct
Feedback modulator, which is illustrated in Fig. Al, can be
made equivalent to a conventional delta-modulator (Fig. A2)

by appropriate selection of the filters H1 and H2.

In reference to Fig. Al, let x be the modulator input, y be
the modulator output and z the input to the filter H2 . We canwrite

z =H x -y

where H, x denotes the output of filter Hl with x as input.

1

Referring now to Fig. A3, the input to filter H, is given

2
by
z=Hx—H(H“1y)
1 1711
-1
1

where H is the inverse filter of Hl' This can be written as

z = H1 X -y

which is the same as that obtained from the direct feedback model.

If we now set

the structure given in Fig. A3 collapses to that shown in Fig. A2,
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